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ABSTRACT
The central goal of secure information sharing is to “share but pro-
tect” where the motivation to “protect” is to safeguard the sensitive
content from unauthorized disclosure (in contrast to protecting the
content to avoid loss of revenue as in retail Digital Rights Manage-
ment). This elusive goal has been a major driver for information
security for over three decades. Recently, the need for secure infor-
mation sharing has dramatically increased with the explosion of the
Internet and the convergence of outsourcing, offshoring and B2B
collaboration in the commercial arena and the real-world demon-
stration of the tragic consequences of lack of information sharing
in the national security arena. As technology has made the “share”
aspect ever easier so has it increased the difficulty of enforcing
the “protect” aspect. The central contribution of this paper is to
show that the emergence of industrial strength Trusted Comput-
ing (TC) technology offers a range of novel solutions to the long-
standing problem of secure information sharing. To this end we
introduce a new framework of three layered models to analyze re-
quirements and develop solutions, and demonstrate the application
of this framework in context of TC and secure information shar-
ing. The three layers are policy models (topmost), enforcement
models (middle), and implementation models (bottom). Hence the
name PEI models. At the policy model layer the secure informa-
tion sharing space is divided into three categories called password
based, device based, and credential based. For each of these policy
categories various enforcement and implementation models can be
developed. While we believe the PEI framework is relevant to se-
curity problems beyond secure information sharing, our goal in this
paper is to demonstrate its application in this particular arena and
identify questions for future research in this context. An essential
benefit of PEI is that the three layers allow us to focus on the more
important issues at a higher level of abstraction at the policy and en-
forcement layers, while leaving deep detail to the implementation
layer. This paper focusses on the policy and enforcement layers
with only passing mention of the implementation layer.

Categories and Subject Descriptors
D.4.6 [Operating Systems]: Security and Protection—Access con-
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1. INTRODUCTION AND BACKGROUND
The quest for secure information sharing has been a central but

elusive goal for information security for over three decades. The
stumbling block is simple to understand but difficult to solve. Digi-
tal information is easy to copy and transport, and read access to any
copy is as good as read access to the original.1

There are fundamentally two overall approaches to information
sharing. (For simplicity, we will henceforth understand informa-
tion sharing to mean secure information sharing.) The first and
more traditional approach allows information to be copied from
one object to another but only if the copies are protected at least as
strongly as the original. This is the approach of mandatory access
control and some forms of originator control as discussed below.
The second and more recent approach focusses on preventing the
ability to copy information. The content of protected objects is
rendered for an authorized user in a carefully controlled and con-
fined environment where the user or other software on the same
computer is unable to make copies of the rendered information. In
this approach it is assumed that the protected object is encrypted in
such a manner that access to copies of the protected object does not
allow access to the cleartext (or more generally clearmedia) con-
tent except to authorized users. This is the approach of trusted and
confined viewers, and is the focus of this paper.

1We distinguish secure information sharing from retail Dig-
ital Rights Management (DRM). Secure information sharing
seeks to protect unauthorized disclosure of sensitive informa-
tion. Retail DRM is concerned with protecting content (typically
entertainment-oriented content) for purpose of protecting loss of
revenue. In retail DRM it is often acceptable to relax controls
on appropriately degraded versions of the content, such as analog
recordings versus digital recordings or low resolution versus high
resolution images. In secure information sharing loss of quality
or resolution is by itself typically insufficient to allow controls to
be removed or relaxed because the essential sensitive content still
comes through. A thorough discussion of the difference between
secure information sharing and retail DRM is beyond the scope of
this paper but we believe the central distinction is captured in this
footnote. Some discussion on this issue is available in [24, 39].
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DAC, MAC and ORCON
Historically there have been four specific approaches to informa-
tion sharing. The first of these is classical discretionary access
control (DAC) wherein it is clear that the problem has not been
solved at all because DAC does not correlate controls on copies
of information with controls on the original.2 This is, of course,
well known but we include DAC in our list since it has historically
been proposed for this purpose and much literature on the topic of
controlling read access has been published. Also DAC attempts
to enforce controls on sharing information at the discretion of the
“owner” of the object. This appears to be a desirable goal for se-
cure information sharing, except that classical DAC simply fails to
achieve it. We sometimes like to think of secure information shar-
ing as DAC done “correctly.”

The second approach is generally called mandatory access con-
trol (MAC) which “solves”3 the secure information sharing prob-
lem in a very specific and rigid framework.4 MAC allows informa-
tion to flow in one direction in a lattice of security labels. Copies
of information made from one or more objects inherit the least up-
per bound of the labels from the individual objects. In this manner
MAC is able to propagate information flow controls from the orig-
inal objects to various copies (in whole or in pieces) that might be
made. So long as the information flow requirements align with this
policy MAC is a reasonable approach to secure information shar-
ing. However, we can state empirically that this alignment has not
turned out to be very common over the past three and a half decades
of experience. In particular MAC does not provide any controls for
the owner of an object to “share but protect” amongst other users
at the same or higher security levels. Traditional formulations of
MAC propose to introduce this additional capability by means of
adding a DAC component [8] but since DAC does not solve secure
information sharing its addition does not really provide this desired
capability of secure information sharing within the same security
level. We can characterize MAC as coarse-grained one-directional
secure information sharing across security levels wherein the need
for fine-grained information sharing both within and across security
levels is left unsolved.

The third approach called originator control or ORCON was dis-
cussed by several authors in the late 80’s and early 90’s includ-
ing [2, 13, 19] and more recently by Park and Sandhu [22]. In
contrast to MAC where the coarse-grained policy for information
sharing is driven by security labels, ORCON shares with DAC the
notion that the owner of the information decides who should have
access to it. Like DAC, ORCON is fine-grained in that each ob-
ject and each user can be treated differently and is discretionary in
that the owner is the principal source of the policy to be enforced.

2There is considerable confusion in the early and current literature
as to the exact definition of DAC. A thorough analysis of DAC def-
initions is beyond the scope of this paper and is not authoritatively
available in the existing literature. For our purpose here we under-
stand DAC to mean owner-based DAC as motivated and discussed
in the early papers of Lampson, Graham and Denning [12, 17], em-
bodied in the so-called Orange Book [8] and elaborated in the more
recent work of Osborn, Sandhu and Munawer [21, 33].
3The reason for the quotation marks is that MAC does not directly
address the covert channel problem [8] without which it is not clear
to what extent MAC controls information flow. Likewise in its sim-
plest form MAC does not address inference and aggregation issues,
as well as downgrading and other related issues.
4There is ample confusion about what is precisely meant by MAC.
For our purpose we will take MAC to mean the simple-security
and star-properties first proposed by Bell and Lapadula [5], subse-
quently axiomatized by Denning [7] and embodied in [8]. Also see
Sandhu [29] for a more recent and accessible discussion.

Graubart [13] suggests the notion of propagated ACLs (access con-
trol lists) whereby the ACLs on each object are propagated to other
objects whenever information from the original object is copied (in
whole or in part). The ACLs accumulate by taking their intersec-
tion. Park and Sandhu [22] discuss an approach to ORCON based
on trusted viewers that prohibit the copying of information from
ORCON-protected objects. This brings us to the topic of trusted
computing and its applications to secure information sharing.

Trusted Computing
The fourth approach to information sharing is based on trusted
hardware and software on the client side. The concept is that pro-
tected content can only be rendered on the client (and obtained in
cleartext or clearmedia for the purpose of rendering) by a trusted
viewer. There have been numerous attempts to build trusted view-
ers in software alone using commodity computers and the Microsoft
WindowsTM 5 operating systems. Such viewers have been built for
purpose of retail DRM (e.g., Microsoft Windows Media PlayerTM

and Apple iTunesTM) as well as enterprise DRM (e.g., AuthenticaTM

and MicrosoftTM products).6 It has become widely accepted that
software-only trusted viewers cannot provide a high degree of pro-
tection since there are too many avenues for software-only attacks
to extract the protected content in clear form. Thus a trusted viewer
must have a foundation of trust in hardware. Over the years many
forms of trusted hardware have been discussed. Smith [38] pro-
vides a comprehensive discussion of various approaches. A brief
perspective is also provided in [34].

In recent years there have been significant efforts by mainstream
vendors to build industrial-strength trusted hardware. The Trusted
Computing Group (which replaced the earlier Trusted Computing
Platform Alliance) has developed specifications for a Trusted Plat-
form Module (TPM) to provide a hardware root of trust for vari-
ous purposes on a client computer. A tutorial-style exposition of
TPM technology is given by Pearson et al [25]. Intel’s LaGrande
TechnologyTM (LT) [1] uses the TPM as an external trusted pro-
cessor for its basic root of trust but provides additional capabili-
ties in the LT chip set to protect memory, protect input and output
(by providing trusted paths), and an additional ring privileged be-
yond the existing ring 0. The application of this technology to build
trusted operating systems is discussed by England et al [9]. Some
applications to P2P systems are discussed by Zhang et al [34, 40].
Applications in other domains are discussed by several authors in-
cluding [4, 14, 26, 27, 35, 36, 37].

The combination of LT (or LT-like) processors with TPM (or
TPM-like) support along with suitable software for utilizing these
capabilities has come to be called Trusted Computing (TC). While
the term Trusted Computing has been used in the past for other
technologies, perhaps most notably for Trusted Computing Base [8],
it has become commonplace to use the term as indicated above and
we adopt this meaning in this paper. There is, of course, consider-
able difference between the modern approach to TC compared to
the past. First of all modern TC is designed for a distributed and
dynamic, open environment wherein “trusted” application software

5Microsoft Windows, Microsoft Windows Media Player, Apple
iTunes, Authentica, Microsoft and LaGrande Technology are either
registered trademarks or trademarks of their respective companies
in the United States of America and/or in other countries. Other
product names mentioned in this article may be trademarks or reg-
istered trademarks of their respective companies and are the sole
property of their respective manufacturers.
6Enterprise DRM is a form of secure information sharing where
the enterprise is the principal repository of the information being
shared and the enterprise is also the principal source of policy for
access to this information.
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can be executed and protected from interference from other soft-
ware on the same platform. Thus the trust mechanisms provide
greater security for software execution within a single platform.
Secondly there is direct support for platform-to-platform propa-
gation of trust. TC technologies seek to protect data in creation,
processing, storage, and transfer primarily by exposing the crypto-
graphic secrets required to access the data only to software which
has a verifiable chain of trust, be it on a single computer or across
multiple computers. Reliance on appropriate application software
to actually enforce the security policy is an integral part of this ap-
proach. TC primitives include cryptographic operations and trusted
storage of root keys as a foundation for security. This is a sharp de-
parture from previous approaches to trusted computing. Notably,
modern TC technology is a product of industry initiatives with lit-
tle direct input from the academic and research communities. As
a consequence there is so far limited exposure of this important
technology in the research literature. Likewise there is little guid-
ance to industry regarding the use of this technology in support of
traditional and new access control objectives.

Our primary interest in this paper in TC is its enabling of trusted
viewers. Using TC primitives protected content can be crypto-
graphically sealed so that it can only be obtained in clear form
on suitably trusted client computers with approved hardware and
software configuration. The degree of assurance to which this is
achieved will vary and depends on a number of factors, including
the degree of hardware tamper resistance, the degree of confidence
that the trusted software actually works properly and the degree to
which information may leak due to side-channels. For the purpose
of this paper we simply assume that the overall assurance of the
system is sufficient for handling the sensitivity of the information
that is being shared. For simplicity we also assume a homogeneous
environment wherein the identical hardware and software config-
uration is available on all clients. The general outline of how a
trusted viewer is implemented on a modern TC platform is well
known and we refer the reader to papers such as [40, 34] for addi-
tional details.

In this paper we simply assume that a trusted viewer is available
with a suitable degree of assurance. The main question is what ex-
actly we would want the trusted viewers to do, including the poli-
cies for access, and how these goals would be achieved. We will
propose three layers of models for this purpose in Section 3 and
discuss how to apply this layered framework to secure information
sharing in the remainder of the paper. Before doing so we first give
a high-level description of the information sharing space and define
the subset that will be considered in this paper.

2. SECURE INFORMATION SHARING
The highest level distinction in our opinion is between secure

information sharing and retail Digital Rights Management (DRM),
discussed earlier in the paper. Information sharing pursues the goal
of “share but protect” because of the sensitivity of the content, be
it for business, personal or national security reasons. Retail DRM
is concerned with protecting revenue. In retail DRM the “informa-
tion” itself is readily disclosable but its use needs to be protected so
as not to lose revenue. A thorough analysis of the similarities and
differences between these two arenas is beyond the scope of this
paper and remains an open topic in the literature. A partial analysis
is available in [24, 39].

Trusted Computing is clearly a dual-use technology that can be
used for both secure information sharing and retail DRM. There are
many similarities between these two arenas, including trade-offs
between usability and security and the support of a legal system to
mitigate assurance weaknesses in the deployed security. Nonethe-

less fundamental motivation is different in the two cases and this
inevitably leads to differences in the threat models and security,
system and usability trade-offs that are feasible. A truly fundamen-
tal distinction between the two is that the business model for gener-
ating revenue is much more relevant to determine these trade-offs
in the case of retail DRM whereas this is much less so for infor-
mation sharing. In the latter case the sensitivity of the information
typically directly ties to mission objectives. In this paper our focus
is exclusively on information sharing.

The next level of distinction we make is between read-only and
read-write secure information sharing. A trusted viewer is a fea-
sible approach in a read-only scenario where content cannot be
changed. Clearly there are many situations where the content needs
to be changed and not just viewed by an authorized user. A typical
example of a read-write situation is a collaborative project where
team members may work on a set of documents collectively. In
such cases the trusted viewer must be extended to become a trusted
authoring tool also. This brings in many policy and technical com-
plications.7 Hence our desire to separate the two cases. The read-
only case presents a sufficiently rich domain for investigation and is
clearly one of considerable practical interest. This paper is limited
to the read-only case.

The final distinction we make in this paper is based on the mech-
anism for authorizing access. For concreteness let us assume a
model where information is stored in containers called objects. We
say that authorization for information access is content-independent
whenever the access control mechanism can decide whether or not
a specific user has access without rendering the encrypted object
content in clear. In contrast content-dependent access requires that
the clear content be examined before this decision can be made. A
typical example of a content-dependent authorization is one that al-
lows user Alice to view salary records where the salary is less than
a specified amount such as $100K. Determination of whether or
not Alice has access to a particular salary record requires access to
the cleartext content of the record before this determination can be
made.8 In this paper we limit ourselves to the content-independent
case.

To summarize we have the following three high-level distinc-
tions with respect to information sharing.

1. Secure information sharing versus retail Digital Rights Man-
agement.

2. Read-only versus read-write secure information sharing.

3. Content-independent authorization for information access ver-
sus content-dependent authorization.

This paper is limited to read-only secure information sharing with
content-independent authorization.

7For instance who gets to control access to the modified document?
Is it the creator of the original document or the person who modified
the document? Do we need agreement of both? Another example
of policy complications is consideration of what kinds of changes
are allowed. Is it only possible to add comments and various notes
without actually deleting existing material or can existing material
be removed? Can comments be modified and removed by subse-
quent reviewers even if the original content cannot be changed?
Yet another example is composite documents that contain multiple
other documents in part or whole. How does policy for the com-
posite document relate to policy for the parts?
8Approaches such as storing salary records with salaries above
$100K in a separate file from those with salaries below $100K can
deal with situations planned for up-front but do not provide the true
flexibility of content-dependent authorization.
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Figure 1: The PEI Models Framework

3. THE PEI MODELS FRAMEWORK
Designers of security systems have traditionally made a distinc-

tion between policy and mechanism (see, for example, [18]). The
general goal has been to build flexible and robust mechanisms that
can conveniently support a wide range of policies. Policy is con-
cerned with “what” security needs to be enforced while mechanism
is concerned with “how” the security is being enforced. In early
days this distinction was applied to a single operating system run-
ning a small number of applications. The early literature thereby
took an approach of a binary two-layer distinction between policy
at the top and mechanism at the bottom. Modern systems are dis-
tributed and have multiple trust and service dependencies. Trying
to close the policy-mechanism gap in a single step is hardly viable
in such a complex environment. The early literature also treats the
policy layer as being rigorous and well defined, whereas in real-
ity the highest level of policy is often informal and fuzzy. One
of the most difficult steps is to take informal policy requirements
and provide sufficient rigor, structure, and detail in the next level
of policy requirements that can be effectively handed off to secu-
rity engineers to enforce. Moreover, at the highest level, policy is
fundamentally driven by business concerns and needs and as such
is likely to remain informal and fuzzy. Rather than trying to force
formality and rigor where it is inappropriate, a realistic framework
should explicitly accommodate an informal policy layer at the top.
For variety we use the terms objective and policy interchangeably.
While our focus is on security we also recognize that there are im-
portant system objectives that need to be articulated at this layer
and will impact other layers.

In this paper we propose to introduce three layers of models in
order to close the overall gap from informal policy to concrete code
in multiple steps.9 This framework is illustrated in Figure 1. At the
top we have a layer of informal security and system policy require-
ments. This layer is necessarily informal. It is the layer at which
business issues dominate. We feel that it is a mistake to try and for-

9In previous work Sandhu introduced the OM-AM framework [30]
which uses two layers (called models and architectures) to close
this gap. The PEI framework defined here can be viewed as a gen-
eralization of the OM-AM framework. Of course, the notion of
layers is commonplace in computer systems research and practice.
Nonetheless PEI, and earlier OM-AM, represent novel approaches
to security engineering.

malize this layer. Rather we should recognize it explicitly for what
it is. The bottom layer is actual running code. For the purpose
of this paper this bottom layer is assumed to be structured around
trusted computing technology.10

The fundamental problem of security engineering is to close the
enormous gap between the top and bottom layers. Inevitably this
requires compromises, decisions about trade-offs, and adjustments
as the system gets built and deployed. We introduce three layers of
models to close this gap in multiple steps. We emphasize that this
framework is absolutely not intended to be a top-down waterfall-
style software engineering methodology.11 The main purpose of
the framework is to enable work to proceed concurrently at all lay-
ers while keeping clear as to which decisions are being made at
which layer. In our experience so far too much security research
and practice focusses on just one layer or confuses issues which
cut across multiple layers.

The name PEI for the framework comes from the three middle
layers of policy, enforcement and implementation models. The pur-
pose of a policy model is to take informal high-level objectives and
flesh out rigor and detail using a formal or quasi-formal notation.
A well-known example of a successful policy model is the lattice
model for mandatory access control [5] which captured the infor-
mal concept of enforcing information flow using the security labels
that had been in use in the military and national security arenas in
the paper world. This model has a rigorous mathematical founda-

10More generally, the framework allows other kinds of security
technology to be used at this layer so the tie to trusted computing is
not inherent to PEI. We conjecture that having too much freedom at
the bottom-most layer makes the framework more difficult to apply.
We also conjecture that decisions about the technology to be used
at the bottom-most layer are not entirely technical but in practice
will often be driven by various top-layer business concerns.

11Clearly modern software engineering itself has abandoned the
highly idealized top-down view with which this discipline started.
Nonetheless there is, in our experience, a cultural bias in the com-
munity to interpreting layered diagrams such as Figure 1 as indicat-
ing a top-down process. Moreover, deviations from top-down are
only grudgingly accepted as departures from the ideal. In our view
a strict top-down process is so totally unworkable in trying to close
this enormous gap between informal desire and concrete code in
context of modern distributed systems, that we need to completely
drive it out of our culture as a vestigial notion.
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tion [7, 11] and has been shown to apply to information-flow poli-
cies that are driven by integrity and separation concerns [6, 29] in
addition to the original confidentiality concerns [5]. Another well-
known and more recent policy model is the RBAC96 model [32]
for role-based access control, and its derivatives [10, 31], which
accommodate a wide range of business relevant policies beyond
the purview of traditional MAC and DAC while also encompassing
MAC and DAC [21]. While aspects of RBAC96 have been for-
malized (for example [3]), role-based models tend to have a more
quasi-formal character as compared to lattice-based models. In the
early days the access matrix model [12, 17] served as a useful pol-
icy model and its formal aspects have been elaborated [15, 28].
More recently the UCON model for usage control has been pro-
posed [23] as a new foundation for access control which combines
traditional authorization with obligations and conditions as well as
continuity of decisions and mutability of attributes to accommodate
a wide range of access policies beyond the purview of traditional
access control models. Aspects of UCON have been recently for-
malized [41]. Thus the literature contains many examples of policy
models. They generally use mathematical notation and are more or
less formal in nature. In some cases formal analysis of the models
is possible. In other cases formal analysis may be undecidable or
intractable. Sometimes formal analysis may not be of interest or
relevance. So a wide range of possibilities exist at this layer.

While the policy models focus on the “what” aspect, the enforce-
ment and implementation models address the “how” aspect of en-
forcing the desired policy. The enforcement models address the
big picture of the “how” question, at the level of system block di-
agrams and protocol flows. The protocol flows can be formalized
and analyzed to establish various security properties of the system.
At the same time they leave a certain level of detail unspecified
which is then elaborated in the implementation models. The im-
plementation models are focussed on specific issues identified in
the enforcement models layer. These issues need to be resolved
in sufficient detail to require descriptions at a pseudo-code level of
detail and precision. These abstract characterizations of enforce-
ment and implementation models will be made more concrete by
the examples given later in this paper.

The relationship between models at adjacent layers is many-to-
many. A single policy model can be enforced by multiple enforce-
ment models (with possibly different trade-offs between security,
trust, performance, cost, convenience, etc.). Likewise a single en-
forcement model may support multiple policy models. There is
similarly a many-to-many relationship between enforcement mod-
els and implementation models.12

In the rest of this paper we apply this PEI framework to the prob-
lem of secure information sharing, as scoped out earlier, in the con-
text of TC. We begin with a horizontal view at the policy models
layer to identify three basic alternatives. For each of these policy
alternatives we then drill down vertically to consider alternate en-
forcement and implementation models.

4. POLICY MODELS
In Section 2 we had scoped the secure information sharing prob-

lem for the purpose of this paper along three major dimensions.
Our focus is on protection of sensitive content rather than revenue
protection, on read-only access rather than read-write access and on
content-independent authorization rather than content-dependent au-
thorization. The motivation for this scoping was discussed earlier.
This level of informal analysis is appropriate at the topmost secu-

12This many-to-many relationship between adjacent layers further
indicates the futility of a top-down approach in this context.

rity and system policy layer of the PEI framework.
Given this scope there is obviously still an enormous gap be-

tween agreement on the high-level policy goals and actual code to
enforce security. At the policy models layer we seek to identify
major approaches to achieve these high-level goals. A complete
analysis is out of scope of this paper but we will outline the most
major decision that needs to be made and also identify some of
the issues that a more detailed analysis would need to investigate.
Our approach is driven by a mix of consideration of use cases and
technical feasibility.

The essential paradigm of TC is to protect content by sealing it
to trusted viewers. The TC mechanisms will ensure that the only
means to access the trusted content is through the trusted viewer.
The trusted viewer, in turn, is responsible for ensuring that access to
cleartext content is provided only to authorized users.13 We believe
that the fundamental question at the policy models layer is how to
authorize legitimate access to an object or document (for conve-
nience, we will use these terms interchangeably). The answer to
this question will drive numerous other details, and is by itself the
single most important component of policy. Given that the enforce-
ment of access is grounded in TC and Trusted Viewers we can iden-
tify three distinct methods for authenticating authorized users.14

These three methods are respectively grounded in “what the user
knows” (password-based sharing), “what the user has” (device-
based sharing) and “what the user is” (credential-based sharing).15

In password-based information sharing, authorized users are re-
quired to demonstrate knowledge in order to access the protected
content. Of course, the password needs to be communicated to
legitimate recipients. We assume that there is some out-of-band
mechanism for doing this. Password-based authorization to a pro-
tected document brings with it certain important implications. A
basic characteristic of TC is that protected content is typically stored
persistently on disk and thereby can be easily propagated from
one user to another by transporting the encrypted bits. Thus the
protection of the content is only as good as the protection of the
password. Since the password can be communicated quite eas-
ily there is an implicit assumption in this model that legitimate
users will not abuse this trust.16 This is an intrinsic property of
any password-based sharing policy. The main advantage of the

13As we will see in Sections 5, 6 and 7 there are numerous ways to
achieve this goal. In some cases the Trusted Viewer can access the
clear content on its own and then independently determine whether
or not the user attempting to access the content is properly autho-
rized. In other cases the content itself cannot be decrypted without
the presentation of the required authorization credentials since the
encryption keys are cryptographically coupled with the secrets that
underly the authorization. TC and Trusted Viewers thus give us two
basic means of enforcement of access to authorized users.

14There are other authentication methods that could be considered,
such as use of hardware tokens, smart-cards, biometrics, etc. The
particular three methods we have selected do not require any addi-
tional hardware beyond that included in TC-enabled computers.

15It is possible to consider combinations of these approaches, such
as password + device + credential based. For simplicity we do not
consider such combinations explicitly in the paper. Combinations
can of course be constructed from the individual cases if desired.

16Note that a user can always show the sensitive content to another
user by rendering it in a protected environment where the latter user
is physically present (if possible). Further a user can always dis-
close information by memorizing aspects of the content and com-
municating these to unauthorized recipients. Rendered content can
also be captured by a variety of recording devices (unless these are
somehow physically excluded). Some of these trust assumptions
(or viewed from the other side, inherent vulnerabilities) are com-
mon to multiple policy models. Others vary from model to model.
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password-based model is that it requires minimal infrastructure and
support. It is extremely lightweight (given the assumption that TC
platforms are ubiquitous in the environment of interest) and easy
for users to understand. Users can password-protect documents and
communicate these to intended recipients without requiring support
from the organization’s IT (information technology) infrastructure.
Users can set up a group password, which is shared amongst a se-
lect group of users, quite conveniently and on their own initiative.
Password-based sharing can be seamlessly done across organiza-
tional boundaries and across large distances. Conversely password-
based sharing is not very scalable since the management, mem-
orization, and entry of passwords become cumbersome beyond a
certain point. But then how much scalability is really appropriate
for sharing of sensitive information? These aspects of password-
based sharing are well known and collectively make it an attractive
mode. Nonetheless, as we will see in Section 5 the classic approach
to password-based information sharing is fundamentally insecure
since it reveals the password by off-line dictionary attacks. We will
also see how TC enables a much higher degree of security for this
very attractive mode of information sharing.

The second means of authorizing legitimate access is via the
device (that is, the personal computer or PC) itself. TC technol-
ogy establishes a unique cryptographic identity for each PC (more
accurately for the TPM chip on the motherboard of the PC). In
device-based sharing the protected content is viewable only on a
designated individual PC.17 The key to unlock the content is bound
to the TC credentials of the PC and can only be rendered on that
PC by means of a trusted viewer. A user who has access to that
specific PC will be able to view the content.18 Device-based shar-
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prevent re-dissemination of protected content by simply propagat-
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17More generally we could consider policies where the content is
viewable on a class of PCs, says PCs issued by an organization.
This case would be covered by credential-based sharing where the
credential is a class of devices presumably identified by a root or
intermediate Certificate Authority.

18How user access to the specific PC is controlled and enabled is
left unspecified in this paper. We simply assume that an adequate
level of assurance will be provided for this purpose. Alternately,
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he has access to the PC. For example, a secret can not only be tied
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be the only form of sharing that can occur. With role-based creden-
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In the following sections we will consider each of these three
policy models in turn and discuss enforcement and implementation
models for each one. The high-level at which we have defined these
policy models is adequate for our purpose in this paper. Neverthe-
less in practice we would need to flesh out a number of additional
details at the policy model layer before implementing a real system.
Below, we briefly identify issues (in no particular order) that will
need to be resolved at the policy models layer.

Revocation policy. Revocation has too often been the Achilles
heel of authorization policy and mechanism. Revocation must be
addressed at the policy models layer. While it may not be possible
to resolve all revocation issues at this layer it should be explic-
itly stated what the overall approach to revocation is, in order to
provide guidance for the enforcement and implementation layers.
Some of the questions to be addressed are: Can authorized access
be revoked? What is the delay in revocation? More generally, can
authorized access be changed? (For example, changing the pass-
word or changing the role credential required for access.)

Usage policy. In traditional access control the usage policy is
fairly simple. If a user is authorized to access an object the access
can be performed as many times and for as long as the user desires.
Essentially there is no usage control. The concept of limiting usage
was first emphasized in recent years by retail DRM where limits
on how often or how long an access is permitted is often viewed as
a desirable feature. The UCON model proposes to integrate usage
controls into the foundation of next generation access control [23]
in support of many policies beyond DRM that require it. Limiting
the number of times a protected document can be opened is useful
for keeping the legitimate recipient from showing it to too many
colleagues while displaying on a TC-enabled authorized platform.
Similarly limits on the overall rate at which a user can access pro-
tected content could allow humans to work within the limits of hu-
man capacity while protecting against automated attacks. These
considerations should be explicitly addressed at the policy models
layer, even if the decision is not to impose any controls.

Re-dissemination policy. Re-dissemination of protected con-
tent is an essential component of secure information sharing. The
simplest policies are either not to allow re-dissemination or to place
no limits on it. The former is too rigid and the latter too liberal
so there will be situations which require something between these
two extremes. One possibility is to limit the number of recipi-
ents to whom re-dissemination is authorized. Another possibility
is to limit to whom re-dissemination can be done. For example,
re-dissemination to faculty is authorized but not to students.

Distribution policy. Distribution policy is concerned with how
the protected content is distributed. Two basic alternatives are to
require protected content to be obtained from a server every time
the content is accessed versus permitting persistent storage of the
protected content on the client PC.19 A more detailed analysis of
alternatives is given in [24]. A related issue is how the policy

19Note that TC technology that is used to implement trusted and
confined viewers can also prevent local persistent storage of pro-
tected content just as it prevents leakage of cleated content.
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that controls access to protected content is itself distributed, that
is, the distribution policy of security policies. Requiring download
of fresh policy on every use ensures that the applied policy is up-
to-date and reflects any revocations that may have occurred. On the
other hand it makes provision of off-line access more difficult.

Accessibility policy. The basic question here is whether or not
the user needs to be on-line to access content. This question has
some relationship to the distribution policy, since some form of
persistent local storage of protected content is required to facilitate
truly off-line access. Some systems provide off-line access by de-
fault while others prohibit it except by special preparation where
the normal controls are bypassed for specific documents.

Resolution of these issues will require reference back to the top-
most objectives layer as well as consideration of implications for
the enforcement layer. The issues themselves are somewhat or-
thogonal to the manner in which legitimate users are authorized to
access protected content, but this does become relevant to recon-
ciling conflicts and trade-offs. There are also mutual dependencies
amongst these various issues.

It is beyond the scope of this paper to give a thorough analysis of
these issues and their dependencies. For our purpose we will make
some simple assumptions and proceed accordingly. Specifically we
assume that revocation is not possible, there are no usage controls,
re-dissemination is not possible except in the password-based case
where it is authorized without any controls, local persistent copies
of protected content can be kept on client PCs, and the degree of
off-line access depends on the details of the enforcement and im-
plementation models. This is a reasonable set of assumptions for
purpose of illustrating the PEI framework in context of information
sharing and Trusted Computing. More generally this is a reason-
able set of assumptions to begin detailed investigation of alterna-
tives. Once some details have been developed these assumptions
can be revisited to accomplish additional analysis at the enforce-
ment and implementation layers with more realistic assumptions.
As we depart from simple assumptions for the issues enumerated
above it is increasingly likely that we will need formal or quasi-
formal policy models to rigorously and precisely articulate these
policies.
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5. PASSWORD-BASED MODELS
We now turn to more detailed consideration of enforcement and

implementation models for each of the three policy models identi-

fied in the previous section. We start with password-based infor-
mation sharing.

5.1 Password-Based Enforcement Models
The ability to password-protect electronic documents is widely

available in products from leading vendors such as Microsoft and
Adobe. Due to lack of a TC foundation traditional password-based
information sharing systems have a very simple enforcement model
shown in Figure 2. Basically the password is used to encrypt the
document as well as to decrypt it. Figure 2 shows two protocol
flows, one in solid lines and one in dashed lines.20 The solid lines
indicate the flow when the protected document is constructed, while
the dashed lines show the flow when the protected document is
accessed. The solid lines in Figure 2 show a password being en-
tered by the user preparing the protected document into a box la-
belled PKCS5, indicating that the password is transformed using
the well-known PKCS5 standard [16] to produce a symmetric en-
cryption key Kpw. This key is then used to encrypt the cleartext
document to produce the encrypted document (indicated by the no-
tation {O}Kpw).21 Conversely the dashed lines show the password
being entered by a user who is accessing the protected document
which is used to regenerate the same key, this time for decrypting
the document.

The problem with the enforcement model of Figure 2 is that it is
fundamentally insecure due to dictionary attacks. An attacker who
has possession of the encrypted document will not take guesses for
Kpw but rather will guess likely passwords. This is the well-known
dictionary attack first made famous by a classic paper of Morris
and Thompson [20]. There are any number of tools available on
the Internet to crack such documents, empirically confirming the
intrinsic weakness of this enforcement model.

How is TC going to improve the situation? In Figures 3 and 4
we show two different enforcement models for the use of TC for
password-based sharing. First consider Figure 3. Following the
solid lines, a strong key K is generated and used to encrypt the
cleartext document (middle part of the figure). K itself is sealed
(left part of the figure) to a trusted viewer TV (indicated by [K]TV).22

Finally, on the right side of the figure the hashed password is en-
crypted. The three items at the top of the figure collectively make
up the protected document. Recovery of the cleartext by an autho-
rized user is shown in dashed lines. First K is recovered by unseal-
ing it, an operation that TC guarantees can be performed only by
an unaltered TV program in the approved configuration. K is then
used to decrypt the hashed password which is compared with the
hashed password obtained by hashing the user provided password.
If there is a match the user has provided the correct password. TV
can then go ahead and decrypt the encrypted document using K.
If the match fails the password is incorrect. Since K is a strong
random key an off-line dictionary attack on the encrypted hashed
password or on the encrypted document is not possible. Note that
the password is not used to encrypt the document but is used only

20For clarity the dashed lines are always shown to the left of the
solid lines in lines that run vertically, and below the solid lines in
lines that run horizontally.

21By convention cleartext documents are shown at the bottom while
encrypted documents and ancillary material, if any, are shown at
the top.

22The seal operation is a standard operation in TC which encrypts
K in such a manner that K can only be decrypted by a program and
environment whose hash-value matches that of the trusted viewer
TV. The operation to recover a sealed K is called unseal and will
succeed only if requested by a unaltered trusted viewer running on
a TC platform in an approved configuration. See [25] for additional
details.
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some relationship to the distribution policy, since some form of
persistent local storage of protected content is required to facilitate
truly off-line access. Some systems provide off-line access by de-
fault while others prohibit it except by special preparation where
the normal controls are bypassed for specific documents.

Resolution of these issues will require reference back to the top-
most objectives layer as well as consideration of implications for
the enforcement layer. The issues themselves are somewhat or-
thogonal to the manner in which legitimate users are authorized to
access protected content, but this does become relevant to recon-
ciling conflicts and trade-offs. There are also mutual dependencies
amongst these various issues.

It is beyond the scope of this paper to give a thorough analysis of
these issues and their dependencies. For our purpose we will make
some simple assumptions and proceed accordingly. Specifically we
assume that revocation is not possible, there are no usage controls,
re-dissemination is not possible except in the password-based case
where it is authorized without any controls, local persistent copies
of protected content can be kept on client PCs, and the degree of
off-line access depends on the details of the enforcement and im-
plementation models. This is a reasonable set of assumptions for
purpose of illustrating the PEI framework in context of information
sharing and Trusted Computing. More generally this is a reason-
able set of assumptions to begin detailed investigation of alterna-
tives. Once some details have been developed these assumptions
can be revisited to accomplish additional analysis at the enforce-
ment and implementation layers with more realistic assumptions.
As we depart from simple assumptions for the issues enumerated
above it is increasingly likely that we will need formal or quasi-
formal policy models to rigorously and precisely articulate these
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available in products from leading vendors such as Microsoft and
Adobe. Due to lack of a TC foundation traditional password-based
information sharing systems have a very simple enforcement model
shown in Figure 2. Basically the password is used to encrypt the
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indicate the flow when the protected document is constructed, while
the dashed lines show the flow when the protected document is
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belled PKCS5, indicating that the password is transformed using
the well-known PKCS5 standard [16] to produce a symmetric en-
cryption key Kpw. This key is then used to encrypt the cleartext
document to produce the encrypted document (indicated by the no-
tation {O}Kpw).21 Conversely the dashed lines show the password
being entered by a user who is accessing the protected document
which is used to regenerate the same key, this time for decrypting
the document.

The problem with the enforcement model of Figure 2 is that it is
fundamentally insecure due to dictionary attacks. An attacker who
has possession of the encrypted document will not take guesses for
Kpw but rather will guess likely passwords. This is the well-known
dictionary attack first made famous by a classic paper of Morris
and Thompson [20]. There are any number of tools available on
the Internet to crack such documents, empirically confirming the
intrinsic weakness of this enforcement model.

How is TC going to improve the situation? In Figures 3 and 4
we show two different enforcement models for the use of TC for
password-based sharing. First consider Figure 3. Following the
solid lines, a strong key K is generated and used to encrypt the
cleartext document (middle part of the figure). K itself is sealed
(left part of the figure) to a trusted viewer TV (indicated by [K]TV).22

Finally, on the right side of the figure the hashed password is en-
crypted. The three items at the top of the figure collectively make
up the protected document. Recovery of the cleartext by an autho-
rized user is shown in dashed lines. First K is recovered by unseal-
ing it, an operation that TC guarantees can be performed only by
an unaltered TV program in the approved configuration. K is then
used to decrypt the hashed password which is compared with the
hashed password obtained by hashing the user provided password.
If there is a match the user has provided the correct password. TV
can then go ahead and decrypt the encrypted document using K.
If the match fails the password is incorrect. Since K is a strong
random key an off-line dictionary attack on the encrypted hashed
password or on the encrypted document is not possible. Note that
the password is not used to encrypt the document but is used only

20For clarity the dashed lines are always shown to the left of the
solid lines in lines that run vertically, and below the solid lines in
lines that run horizontally.

21By convention cleartext documents are shown at the bottom while
encrypted documents and ancillary material, if any, are shown at
the top.

22The seal operation is a standard operation in TC which encrypts
K in such a manner that K can only be decrypted by a program and
environment whose hash-value matches that of the trusted viewer
TV. The operation to recover a sealed K is called unseal and will
succeed only if requested by a unaltered trusted viewer running on
a TC platform in an approved configuration. See [25] for additional
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to authenticate the user. TV has the ability to decrypt the document
without the password but is trusted not to do so. This is the essen-
tial paradigm of trusted computing. We emphasize that in Figure 3
the key K used to encrypt the document has no relationship to the
password whereas in Figure 2 it is directly computed from the pass-
word. Hence the tremendous gain in security in Figure 3. Also in
Figure 3 the key used to encrypt the hashed password could be a
different key from K, in which case it would be separately sealed
to TV.
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A possible concern with Figure 3 is that a failure of the seal and
unseal operation may reveal K and make the protected content ac-
cessible to unauthorized users who need not bother about finding
the password. Figure 4 shows an alternate enforcement model that

seeks to address this concern. Rather than using K to directly en-
crypt the document, we instead combine K with a key Kpw gener-
ated from the password to get K and then use K as the encryption
key. (The combining operation is simply shown by the + circle
in the figure and should be cryptographically robust.) Failure of
the seal/unseal operation will reveal K bit not K so the attacker
would need to do additional work to get to the content. However,
knowledge of K would enable an off-line dictionary attack on the
encrypted document. The encrypted hashed password is not ex-
plicitly required in Figure 4 since the authentication is indirectly
achieved by successful decryption of the document.

At this point we have three enforcement models for password-
based information sharing. Figure 2 makes no use of TC and is
intrinsically insecure. It also represents the state-of-the-art today
in widely-deployed commercial products. Figures 3 and 4 make
good use of TC and are considerably more secure than Figure 2. It
appears that Figure 4 is more secure than Figure 3 but this should be
demonstrated by some degree of formal analysis. Moreover each
of these figures needs a careful security analysis which may require
providing additional details about the protocol flows.

5.2 Password-Based Implementation Models
Figures 3 and 4 both protect against an off-line dictionary attack.

Possession of the protected content (depicted by the shaded boxes
on the top of these figures) does not permit an attacker to discover
the password by trying guesses without involving the TV. However,
both do allow for on-line password guessing attacks. An attacker
who has access to a legitimate TV but does not know the password
for a specific document may repeatedly submit password guesses to
the TV till such time as the TV successfully renders the clear con-
tent. (Note that TC can use its trusted path mechanism to make sure
that the password is actually being entered from a trusted device so
there are significant barriers for an attacker to try and automate an
on-line guessing attack.)

To mitigate this on-line password guessing attack the TV must
limit the rate at which passwords can be guessed. There are a num-
ber of ways this can be accomplished. A simple approach would
be to simply limit the overall rate at which the TV can be used on
a specific TC device. This will require the TV to maintain state on
the device which can be securely accomplished using the seal and
unseal operations. A more nuanced approach may limit the over-
all rate but also put additional limits on repeated attempts against
the same protected content. Identification of multiple copies of the
same protected content could be achieved by comparing hash val-
ues. We believe that this level of detail should be developed in the
implementation model layer. At the enforcement model layer we
simply decide that some throttling mechanism is needed to thwart
on-line password guessing and leave the details to the implemen-
tation model. Clearly there are many different ways that throttling
can be implemented. That might be sufficient reason by itself to
delegate the details to the implementation layer.23 We also need to
articulate criteria for selecting amongst different implementation
alternatives. For intellectual property and similar reasons certain
mechanisms may be ruled out and others strongly favored. Alter-
nately the selection may be left to purely technical criteria. The
enforcement-implementation layer boundary gives us an opportu-
nity to make such criteria explicit and apply them in the selection
process. In general there are a whole lot of details about Figures 3
and 4 that need to be further articulated at the implementation layer.

23Development of detail within the implementation layer may itself
benefit from a layered approach. We would consider such layering
to be internal to the implementation layer and not at the same level
as PEI.
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We feel it is important to keep the enforcement layer models lean
and highly abstract so as to focus on the really important alternative
without getting bogged down in detail that is better pushed into
the implementation layer models. At the enforcement layer we are
looking at the “big picture” and it is important to get it correct. At
the implementation layer we will be looking at very specific aspects
and it is important to be able to focus on each aspect in deep detail.
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Figure 5: Device-Based Enforcement Model: Trusted Viewer
Seal with Device Encryption

6. DEVICE-BASED MODELS
Turning to device-based secure information sharing we consider

the single enforcement model shown in Figure 5. The right half
of the figure shows use of a strong random key K to encrypt and
decrypt the protected content. The left half of the figure shows
that this key K is first encrypted with the public key of the device
and then sealed to the trusted viewer TV. To access the content the
TV can unseal the encrypted K but must further decrypt it which
is possible only on the device where the matching private key is
available. This is again a straightforward application of TC.

The main difficulty lies in being sure that the correct public key
is used in the encryption operation. In general there are three ap-
proaches that could be taken. One is to use an identity-based public
key infrastructure for users so Alice can reliably inform Bob as to
what her device public key really is. But this is an infrastructure-
heavy approach, in which case it may be better to use credential-
based information sharing. Lightweight protocols for reliable ex-
change of device public keys could be based on device proxim-
ity using channels that are physically limited (such as bluetooth
or infra-red). Lightweight protocols that run over large distances
would require some form of human visual confirmation by means
of hash values or graphic displays.

The decision of which one of these three approaches to follow
probably belongs at the enforcement model layer. The deep details
of how to pursue the specific selected approach definitely belong to
the implementation layer. Where exactly to draw the line between
enforcement and implementation layers is ultimately a matter of
judgement in applying the PEI framework. The precise place where
we draw this line is not terribly important, and inevitably there will
be some gray areas at the boundary.

7. CREDENTIAL-BASED MODELS
Finally we consider the credential-based case. We show two en-

forcement models in Figures 6 and 7. Figure 6 uses the creden-
tials purely for authentication, whereas Figure 7 uses the creden-
tials purely for encryption.

Figure 6 shows that a credential policy is encrypted as part of
preparing the protected content.24 This policy is decrypted by the
TV using the sealed key and then credentials of the user are ex-
amined to determine if they satisfy the stated policy. The TV will
exercise its ability to decrypt the protected content only if it is satis-
fied that the credential requirements have been met. Figure 3 from
the password-based case can be regarded as a special case of Fig-
ure 6 where the required credential is a password. Similarly there
can be other instantiations of Figure 6 depending upon the actual
credential in use. We would regard these alternatives as implemen-
tation models for the enforcement model of Figure 6.

Figure 7 shows that the public key of the recipient is used to en-
crypt the key K before sealing it to TV. This is very similar to Fig-
ure 5 except the public key belongs to an individual human being
rather than a TC device. (We assume a suitable public-key infras-
tructure is in place to deliver the correct public key.) Clearly this
approach can be taken only if the credential is usable for encryp-
tion.

We can imagine combining Figures 6 and 7 so that some creden-
tials are used for authentication and others for encryption. In any
case details about the credentials will lead to different implementa-
tion models.
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8. CONCLUSION AND FUTURE WORK
In this paper we have shown how modern Trusted Computing

(TC) technologies can facilitate secure information sharing in a
manner not available using pre-TC technology. We have devel-
oped the PEI framework of policy, enforcement and implementa-
tion models, and demonstrated its use in analyzing this problem

24Depending on the credential it may be necessary to encrypt the
credential policy (say, if the policy requires presentation of a spe-
cific password) whereas in other cases it may suffice to sign the
credential policy and leave the policy itself in cleartext (say, if the
policy is to require a certificate chaining up to a specific trusted
root). For simplicity we only discuss the former case here.
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(TC) technologies can facilitate secure information sharing in a
manner not available using pre-TC technology. We have devel-
oped the PEI framework of policy, enforcement and implementa-
tion models, and demonstrated its use in analyzing this problem

24Depending on the credential it may be necessary to encrypt the
credential policy (say, if the policy requires presentation of a spe-
cific password) whereas in other cases it may suffice to sign the
credential policy and leave the policy itself in cleartext (say, if the
policy is to require a certificate chaining up to a specific trusted
root). For simplicity we only discuss the former case here.

Cleartext
document: (O) 

Encrypted document:
{O}K

Encryption  ( E ) / 
Decryption  (D) 

Seal /
Unseal

K

Sealed key:
[{K}PubK_Cred]TV

Encryption /
Decryption

PubK_Cred PrivK_Cred 

Figure 7: Credential-Based Enforcement Model: Trusted
Viewer Seal with Credential Encryption

and synthesizing solutions for it. A number of open questions for
future work have been identified along the way. This framework
will allow us to investigate potential applications of TC for secure
information sharing in greater depth in future work. Other appli-
cations of TC beyond information sharing can also be investigated.
Finally the PEI framework can also be used in future work which
does not require TC.
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